INSERTION OF SYNTHETIC DATA INTO AN EMPIRICAL DATABASE OF SOME ALLOYS' CORROSION DEPTH AND THEIR INFLUENCE ON THE SELECTION OF THE BEST-FITTED CONTINUOUS DISTRIBUTIONS
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***Abstract:*** *The importance of studying corrosive processes is evident. However, researchers often face the problem of a lack of sufficient empirical data, especially in the case of the application of advanced modeling techniques in the field of artificial intelligence. In this paper, the technique of inserting synthetic data into empirical databases based on measuring the depth of corrosion caused by three different marine environments over samples of three different alloys after 12 and 18 months of exposure to the environment is applied. Empirical and extended databases were further used to analyze a linear model of corrosion depth based on the assumption that corrosion processes occur immediately after exposure to the effects of the marine environment. In each observed database, the best two-parameter, three-parameter, and multiparameter continuous distributions were selected by fitting. After a comparative presentation of the obtained results, the influence of the inserted synthetic data was detected.*

***Keywords:*** *corrosion depth, empirical database, extended database, continuous distribution, distribution fitting*

# INTRODUCTION

Since the appearance of metallic materials in various industries, corrosion has emerged as the dominant degradation factor. Corrosion occurs in various physical forms such as, general corrosion, pitting corrosion, fretting corrosion, galvanic or two-metal corrosion, crevice corrosion, intergranular corrosion, selective leaching or parting, erosion-corrosion, stress corrosion, etc., which affect the change of the chemical composition of metals and the degradation of their technical-technological and exploitation conditions [1]. Previous research has shown that damage caused by corrosion of all types of material is about 3-4% of the Gross National Income of developed countries [2, 3].

Due to the different forms of corrosion, as well as the great harmful effect that corrosion has on various metallic and non-metallic materials, numerous studies are conducted to discover the cause, corrosion intensity, and harmful consequences.

Although the number of authors believes that the corrosion process is unstable and time-dependent and that it has a constant velocity that can be expressed linearly a nonlinear model is more realistic in terms of describing the corrosion process [4]. For these reasons, numerous studies have shown that the corrosion process in different environmental conditions, taking a significant number of influential parameters that affect the course of corrosion over time can be described as linear or nonlinear models [5]. These models describe the loss of base metal thickness in mm of wear or as a percentage of wear concerning the built-in value [6, 7] or mass lost [8].

Special attention to the research of the corrosion process is paid to the influence of corrosion in new materials such as smart materials. These materials can change their shape, position, stiffness, natural frequency, and other mechanical characteristics when they expand to temperature, stress, moisture, pH, electric or magnetic fields. Between different smart materials as piezoelectric materials, self-healing materials, chromogenic materials, etc., Shape Memory materials (SMA) are more attractive for different industrial application. The main characteristic of the SMAs is Shape Memory Effect (SME), i.e., to remember their original shapes when returning to the pre-deformed shape upon heating related to the solid-state transformation of martensite to austenite, and vice versa [9, 10]. Furthermore, super elasticity, high damping capacity, and double shape memory effect are also discovered thermo-mechanical properties of SMA [11, 12].

Since their discovery in 1932, numerous researches have been carried out to date to find better technical and technological characteristics of alloys and their application in various branches of industry. The specific thermo-mechanical characteristics of SMA have enabled the application of these materials in various industries, such as the Automotive, Railway, Aircraft, and Maritime industries, as well as Medicine and Robotics [13, 14, 15, 16, 17].

The application of SMA in the marine environment has a special challenge for many researchers, both due to the application of new materials and due to the specific environmental conditions in which SMA is applied [18]. Numerous SMA applications occur in the maritime industry, both on vessels, fixed platforms, or in the deep seas [19].

From its inception until today, numerous SMA families based on Au, Al, Cu, Ni, Ti have appeared. These are mainly alloys with two or three elements, although there are also families of alloys with more than three elements. So far, Ni-Ti, Cu-Al-Ni, Cu-Zn-Al and Fe have been the most widely used. Ni-Ti-based alloys have proven to be the most functional but expensive alloys. Cu-based alloys have shown excellent shape memory characteristics and low cost, while iron-based alloys have good machinability [20, 21].

Also, experimental research in real environmental conditions [22, 23] or in laboratory conditions [24] provided answers to numerous questions related to changes in the chemical composition of alloys, the appearance of different physical forms of corrosion, or the development of corrosion over time in SMA alloys.

From all the above, it becomes clear that the benefits of researching corrosive processes are immeasurable. However, researchers very often face the problem of a lack of sufficient empirical data. Measurements of corrosive damage on metal samples are very expensive and most researchers face the problem of an insufficient number of records in empirical databases. Therefore, it is necessary to upgrade empirical databases with artificially generated records to achieve sufficiently large database dimensions, which would allow reliable research, especially in cases where more demanding and sophisticated research techniques are applied, such as neural networks, machine learning, techniques of artificial intelligence, regression, etc.

The idea of this paper is based on the analysis of a technique of expanding the empirical database with artificially generated records, to achieve a greater number of adequate data, over which techniques could be applied that require more data than currently available.

The paper is divided into chapters as follows. The second chapter is devoted to the description of how the empirical database was formed. In addition, this chapter outlines the technique of adding new synthetic data to an existing empirical database, thus forming an expanded database. The third chapter describes the probabilistic methodology used for the analysis of empirical and extended databases. A comparative presentation of the results obtained with empirical databases and the same techniques applied to extended synthetically generated databases, provide insight into the effects produced by embedded artificially generated data. The fourth chapter gives conclusions based on the conducted research.

# EMPIRICAL AND EXTENDED CORROSION DEPTH DATABASES

This paper uses empirical databases formed based on corrosion damage measurements on samples of two forms of nitinol alloys produced by two different processes and one CuAlNi alloy. Pure metals were used to produce NiTi alloys: Ni (99.99 wt.%) And Ti (99.99 wt.%) Supplied by Zlatarna Celje d.o.o. Slovenia. The NiTiAs Cast alloy is produced by classic casting and rolling in the form of a disc with a diameter of 42.3 mm and a thickness of 3.4 mm. The NiTiCC alloy was produced by a combination of vacuum melting and continuous casting methods. Its shape is a rod with a diameter of 11.9 mm and a length of 50 mm. A total of 18 NiTi alloy samples (9 NiTiAs Cast samples and 9 NiTiCC samples) were used during the experiment. CuAlNi SMA rods (9 samples) were produced by a continuous casting process using a laboratory device for vertical continuous casting, Technica Guss, which was connected to a medium frequency furnace (4 kHz) with a vacuum melting induction (VIM) of 60 kW, Leybold Hereaus. The traction parameters were programmable, so an almost arbitrary time velocity curve can be achieved (limits are set by engine performance and inertia of moving parts). The formed empirical databases were previously used in the works of the authors [23, 25].

All three alloys were observed under the influence of three marine environments, where the first is the constant influence of the atmosphere, the second is the constant influence of the sea, while the third influence represents the changing influences of the sea and the atmosphere. All samples were placed at clearly defined locations in the boundary zone of the sea and atmosphere. Samples exposed to the atmosphere were placed near the sea, three meters above sea level, samples exposed to the sea were immersed in the sea near the shore at a depth of three meters, while samples exposed to changing tides were located on the sea surface. Due to corrosive processes caused by the marine environment, the damage is created on the samples, the depth of which is measured by a focused ion beam (FIB) on a scanning electron microscope. After 12 and 18 months of exposure, the corrosion depth expressed in nm was detected on the surface of the samples by the FIB method, thus completing the process of forming empirical databases. When measuring the depth of corrosion, no additional factors influencing corrosive processes (temperature, pressure, salinity, particle flow, conductivity, etc.) were considered.

The formed empirical databases served as a basis for the creation of artificially generated extended databases. Namely, we have systematically supplemented the empirical databases with additional data, in the following way. Based on photometric representations and FIB measurements, we were able to detect areas on samples where corrosive processes occurred, but which were not considered in the FIB analysis process. By comparing the measured values of the corrosion depth for the points for which we knew the values expressed in nm, we were able to read the adequate values of the corrosion depth on sample areas that were not part of the empirical database. For precision, we used image analysis software tools in this process. In this way, approximate but realistic values of corrosion depth were obtained for each of the three considered alloys, in all three marine environments, and extended databases with a fixed, predefined number of records were formed. In the continuation of the research, both types of databases were comparatively analyzed: empirical and artificially generated databases. A total of 18 databases were formed and analyzed:

* 3 empirical bases for the influence of air on the depth of corrosion of CuAlNi, NiTiAs Cast, and NiTiCC alloys;
* 3 empirical bases for tide influence on corrosion depth of CuAlNi, NiTiAs Cast, and NiTiCC alloys;
* 3 empirical bases for the influence of the sea on the depth of corrosion of CuAlNi, NiTiAs Cast, and NiTiCC alloys;
* 3 artificially generated (extended empirical) bases for the influence of air on the depth of corrosion of CuAlNi, NiTiAs Cast, and NiTiCC alloys;
* 3 artificially generated (extended empirical) bases for the effect of tide on the corrosion depth of CuAlNi, NiTiAs Cast, and NiTiCC alloys;
* 3 artificially generated (extended empirical) bases for the influence of the sea on the corrosion depth of CuAlNi, NiTiAs Cast, and NiTiCC alloys.

The basic descriptive characteristics of all listed databases from the point of view of the depth of formed corrosion on samples of CuAlNi, NiTiAs Cast, and NiTiCC alloys measured after 12 and 18 months of exposure to the influence of the marine environment are shown in Tables 1.-3.

**Table 1:** Descriptive statistics of empirical and extended databases related to the three different alloys and their corrosion depth formed under the influence of air

|  |  |  |  |
| --- | --- | --- | --- |
| **AIR** | **CuAlNi** | **NiTiAs Cast** | **NiTi CC** |
| **DB type** | **Original** | **Extended** | **Original** | **Extended** | **Original** | **Extended** |
| Stat./months | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 |
| Sample Size | 47 | 68 | 200 | 300 | 25 | 55 | 200 | 300 | 82 | 82 | 200 | 300 |
| Range | 90.28 | 90.3 | 109.9 | 109.9 | 5.6 | 5.6 | 5.6 | 5.6 | 5.4 | 5.3 | 5.3 | 5.3 |
| Mean | 38.8 | 39.8 | 39.3 | 40.4 | 5.0 | 3.8 | 4.6 | 4.0 | 3.9 | 3.9 | 4.6 | 4.1 |
| Std. Dev. | 22.4 | 19.2 | 21.4 | 18.3 | 2.0 | 1.7 | 2.0 | 1.8 | 1.4 | 1.4 | 1.5 | 1.4 |
| Min | 9.7 | 9.7 | 8.8 | 8.8 | 2.1 | 2.1 | 2.1 | 2.1 | 2.3 | 2.3 | 2.3 | 2.3 |
| Q1 | 16.0 | 27.9 | 18.2 | 29.2 | 2.7 | 2.6 | 2.7 | 2.7 | 2.9 | 2.9 | 3.1 | 3.1 |
| Median | 37.5 | 41.4 | 38.5 | 41.6 | 5.8 | 3.0 | 4.4 | 3.2 | 3.2 | 3.2 | 4.2 | 3.5 |
| Q3 | 51.4 | 49.8 | 51.7 | 50.4 | 6.5 | 5.6 | 6.3 | 5.8 | 5.2 | 5.2 | 5.8 | 5.6 |
| Max | 100.0 | 100.0 | 118.6 | 118.6 | 7.6 | 7.6 | 7.6 | 7.6 | 7.6 | 7.6 | 7.6 | 7.6 |

**Table 2:** Descriptive statistics of empirical and extended databases related to the three different alloys and their corrosion depth formed under the influence of tide

|  |  |  |  |
| --- | --- | --- | --- |
| **TIDE** | **CuAlNi** | **NiTiAs Cast** | **NiTi CC** |
| **DB type** | **Original** | **Extended** | **Original** | **Extended** | **Original** | **Extended** |
| Stat./months | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 |
| Sample Size | 41 | 62 | 200 | 300 | 40 | 66 | 200 | 300 | 47 | 79 | 200 | 300 |
| Range | 262.4 | 316.3 | 340.8 | 340.8 | 10.8 | 10.8 | 10.8 | 10.8 | 45.3 | 47.4 | 68.9 | 70.8 |
| Mean | 185.0 | 140.3 | 186.5 | 141.0 | 4.5 | 3.9 | 4.6 | 4.1 | 11.2 | 13.1 | 11.8 | 13.4 |
| Std. Dev. | 64.3 | 82.0 | 60.4 | 81.3 | 2.5 | 2.1 | 2.5 | 2.2 | 9.0 | 9.9 | 10.8 | 10.7 |
| Min | 91.0 | 37.0 | 12.5 | 12.5 | 1.7 | 1.7 | 1.7 | 1.7 | 4.4 | 2.2 | 4.4 | 2.4 |
| Q1 | 138.2 | 58.5 | 145.0 | 54.2 | 2.5 | 2.6 | 2.5 | 2.7 | 6.9 | 6.9 | 6.3 | 6.9 |
| Median | 180.8 | 138.2 | 184.2 | 145.6 | 4.0 | 3.1 | 4.0 | 3.1 | 7.9 | 8.8 | 8.1 | 8.8 |
| Q3 | 211.3 | 200.2 | 220.0 | 197.8 | 6.3 | 4.9 | 6.3 | 5.0 | 9.6 | 17.7 | 9.7 | 17.2 |
| Max | 353.3 | 353.3 | 353.3 | 353.3 | 12.5 | 12.5 | 12.5 | 12.5 | 49.7 | 49.7 | 73.2 | 73.2 |

**Table 3:** Descriptive statistics of empirical and extended databases related to the three different alloys and their corrosion depth formed under the influence of sea

|  |  |  |  |
| --- | --- | --- | --- |
| **SEA** | **CuAlNi** | **NiTiAs Cast** | **NiTi CC** |
| **DB type** | **Original** | **Extended** | **Original** | **Extended** | **Original** | **Extended** |
| Stat./months | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 | 12 | 18 |
| Sample Size | 40 | 61 | 200 | 300 | 52 | 77 | 200 | 300 | 46 | 75 | 200 | 300 |
| Range | 106.3 | 117.2 | 140.0 | 151.4 | 74.7 | 74.7 | 74.7 | 74.7 | 50.0 | 57.5 | 61.0 | 61.0 |
| Mean | 148.9 | 136.9 | 150.5 | 139.2 | 26.3 | 26.2 | 24.7 | 25.7 | 22.1 | 25.3 | 23.5 | 27.4 |
| Std. Dev. | 25.5 | 31.3 | 27.5 | 32.2 | 19.4 | 16.6 | 22.4 | 19.2 | 10.6 | 12.1 | 10.6 | 13.0 |
| Min | 80.4 | 69.4 | 75.0 | 63.6 | 6.6 | 6.6 | 6.6 | 6.6 | 7.5 | 7.5 | 7.5 | 7.5 |
| Q1 | 132.3 | 110.2 | 135.0 | 114.4 | 8.4 | 14.5 | 7.4 | 8.3 | 14.7 | 15.3 | 15.1 | 16.2 |
| Median | 151.7 | 142.8 | 152.5 | 142.6 | 21.2 | 23.8 | 9.7 | 21.9 | 18.0 | 22.2 | 20.0 | 24.3 |
| Q3 | 167.5 | 163.3 | 170.0 | 165.7 | 36.5 | 31.3 | 41.7 | 38.0 | 28.1 | 32.9 | 28.2 | 35.6 |
| Max | 186.7 | 186.7 | 215.0 | 215.0 | 81.3 | 81.3 | 81.3 | 81.3 | 57.5 | 65.0 | 68.5 | 68.5 |

As can be seen from Tables 1.-3., for all three considered alloys, extended databases are formed so that they have a constant number of data, regardless of the number of corresponding empirical data. For extended databases related to corrosion depth detected after 12 months of exposure to the environment, the number of records is 200, while extended databases related to corrosion depth values after 18 months of exposure to air, tide, and sea have 300 data each. Extended databases also contain original, empirical data, in addition to the inserted adequate realistic values of corrosion depth from the same samples on which the original empirical measurements were performed. The values of all descriptive statistics related to extended databases are the same or very close to the corresponding values of descriptive statistics of the corresponding empirical databases. This fact indicates the systematic insertion of artificial data into empirical databases. In this way, the basic statistical characteristics of empirical databases were preserved and the requirement that the inserted artificial data simulate real empirical data was met.

# PROBABILISTIC CORROSION DEPTH MODELING

In many articles dealing with the study of corrosive processes [6, 7, 23, 25, 26, 27], it has been proved that the wear of the plate thickness, $d\left(t\right)$, can be successfully modeled as a function of time, in the following way

$d\left(t\right)=c\_{1}(t-T\_{cl})^{c\_{2}}$. (1)

Time ($t$) is usually expressed in months or years and corrosion depth $d\left(t\right)$ in mm or nm. In expression (1) $T\_{cl}$ is the service life of the coating while $c\_{1}$ and $c\_{2}$ are positive real coefficients. Parameter $c\_{1}$ can be considered as corrosion rate expressed in mm/year or nm/month, while the coefficient $c\_{2}$ is usually taken to be 1 or 1/3 [27]. In our previous works that analyze the corrosive behavior of SMA, we start from the basic assumption that $T\_{cl}=0$ months, i.e., that the samples were not treated with anticorrosive coatings. In addition, in all our previous works studying the linear corrosion model [6, 7, 23, 25] the coefficient $c\_{1}$ is not considered as a linear constant, but we observe corrosive processes as stochastic quantities influenced by many different factors. More precisely, the coefficient $c\_{1}$ is considered as a continuous random variable.

Based on the formed empirical and extended databases, and applying model (1), our research in this paper is focused on modeling the depth of corrosion of all three observed alloys in three different marine environments. The probabilistic approach to modeling the $c\_{1}$ coefficient is based on fitting the Cumulative Distribution Functions (CDF) of known continuous distributions into data describing the corrosion depth of each alloy in each considered seawater environment [23, 25]. In this procedure, a total of 65 multiparameter (MP) distributions were considered (number of parameters vary between 1 and 6), of which 27 were three-parameter (3P) and 27 two-parameter (2P). We used the well-known continuous distributions, such as Log-Logistic (Log-Log), Generalized Extreme Value (GEV), Phased Bi-Weibull (PBW), Generalized Pareto (GenPareto), Inverse Gaussian (InvGaussian), etc.

From each set of continuous distributions, based on the value of the Kolmogorov-Smirnov test, all distributions were ranked according to the quality of fitting and thus the three best distributions were determined that can adequately describe the corrosion depth behavior under the influence of the marine environment. Standard Anderson-Darling (AD) and Chi-Squared ($χ^{2}$) tests were used as additional tests to determine the goodness of fit. Based on these three tests, the null hypothesis was tested, which claims that the data follow the chosen theoretical distribution, where the values of 0.2, 0.1, 0.05, 0.02, and 0.01 for significance level were considered. The hypothesis regarding distribution form was rejected for the selected significance level if the test statistically exceeded a predefined critical value. The p-value was calculated based on the test statistics and marked the significance level threshold. The null hypothesis was rejected if the p-value was lower than the selected critical value, i.e., it could be concluded that the theoretical distribution does not describe the observed data for the selected level of significance. The results of the described procedure of fitting continuous distributions into data distributed in 18 different databases are shown in Tables 4.-9. In these tables, cells are color-coded as follows:

* the green color indicates the fact that the presented theoretical distribution has passed all statistical tests for all the stated significance levels, that is, that the null hypothesis is not rejected in any of the cases;
* the yellow color of the cell indicates that certain problems occur that can be overcome either by changing the statistical test or by reducing the levels for significance level;
* the red color of the cell indicates that the null hypothesis is rejected for each of the proposed statistical tests and each proposed significance level.

Table 4. shows the three best-fitted multiparameter, two-parameter, and three-parameter distributions, for all three considered seawater environments (air, tide, and sea) for the empirical depth of corrosion caused by CuAlNi alloy, after 12 and 18 months of exposure to the environment. The ranking of the three best distributions is defined by the values of KS test statistics. The goodness of fit was additionally tested with AD and $χ^{2}$ tests, for all the stated significance levels. The green color in all cells of the table indicates that all tests for all considered significance levels showed that the null hypothesis cannot be rejected, that is, that the stated theoretical distributions describe well the empirical data of the corrosion depth of CuAlNi alloy.

**Table 4** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the CuAlNi alloy corrosion depth empirical database

|  |  |  |
| --- | --- | --- |
| CuAlNi | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | GenPareto | GenLogistic | JohnsonSB | Wakeby | Wakeby | Wakeby |
| 2 | Weibull | Burr | Dagum | Normal | GenPareto | JohnsonSB |
| 3 | Normal | Wakeby | Wakeby | Chi-Squared | JohnsonSB | GenGamma |
| 2P | 1 | Weibull | FatiqueLife | GumbelMin | Normal | Weibull | Uniform |
| 2 | Normal | Lognormal | Weibull | Chi-Squared | Reciprocal | GumbelMin |
| 3 | Nakagami | Log-Log | InvGaussian | Logistic | Normal | Weibull |
| 3P | 1 | GenPareto | GenLogistic | Dagum | Error | GenPareto | GEV |
| 2 | Error | Burr | GEV | GEV | Error | PowerFun |
| 3 | GEV | Log-Pearson3 | Log-Pearson3 | Dagum | PowerFun | GenPareto |

NiTi alloys show significantly more complex corrosive behavior in all marine environments, compared to CuAlNi alloy. These differences are especially notable if the air and tide environments are observed [25] because NiTi alloys show similar corrosive behavior in these two environments. Tables 5. and 6. show the goodness of fit results for the empirical databases of the two NiTi alloys. The green marked cells indicate that there were no restrictions for any of the considered statistical tests or for any of the selected significance levels, that is, that the presented theoretical distributions adequately follow the empirical data. The yellow background of the cell indicates that individual constraints must be considered to accept the null hypothesis. It is evident that more than two parameters are needed to adequately describe the complex corrosive processes of these alloys, that is, two-parameter distributions are not an adequate choice for NiTi alloys (two red cells appeared, indicating that all statistical tests rejected the null hypothesis). In addition, as the exposure time to the environment increases, the corrosive behavior of these alloys changes and becomes more complex, thus after 18 months of exposure to the environment, some deviations may appear in the data, which may affect the quality of distribution fitting. Therefore, outliers’ removal techniques should be additionally introduced into the analyzes [25], which is especially indicated by a large number of yellow cells in Tables 5. and 6.

**Table 5** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the NiTiAs Cast alloy corrosion depth empirical database

|  |  |  |
| --- | --- | --- |
| NiTiAs Cast | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | Beta | GenPareto | Wakeby | Pearson5 | Burr | Wakeby |
| 2 | GenPareto | Wakeby | JohnsonSB | Pearson6 | GenPareto | Gamma |
| 3 | Wakeby | Pert | GenPareto | Frechet | Wakeby | Weibull |
| 2P | 1 | Uniform | Gamma | Weibull | Frechet2P | Frechet | Gamma |
| 2 | Normal | FatiqueLife | Gamma | Exponential | Log-Gamma | Weibull |
| 3 | Weibull | InvGaussian | Log-Log | Pareto | InvGaussian | GumbelMax |
| 3P | 1 | GenPareto | GenPareto | GenPareto | Pearson5 | Burr | GenGamma |
| 2 | Error | Pert | Gamma3P | Frechet | GenPareto | GenLogistic |
| 3 | GEV | Log-Pearson3 | GEV | Log-Log | Log-Log | GEV |

**Table 6** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the NiTiCC alloy corrosion depth empirical database

|  |  |  |
| --- | --- | --- |
| NiTi CC | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | Burr | Burr | Burr | Burr | Log-Log 3P | JohnsonSB |
| 2 | JohnsonSB | GenPareto | GEV | JohnsonSB | Log-Log | GenPareto |
| 3 | Dagum | Wakeby | Log-Log | Dagum4P | Log-Gamma | Burr4P |
| 2P | 1 | Frechet | Chi-Squared | Pearson5 | Frechet2P | Log-Log | Pearson5 |
| 2 | Exponential | Cauchy | Log-Gamma | Exponential | Log-Gamma | Log-Gamma |
| 3 | Erlang | Frechet | Log-Log | Erlang | FatiqueLife | Frechet |
| 3P | 1 | Burr | GenPareto | Burr | Burr | Log-Log3P | GenPareto |
| 2 | Log-Log | GEV | GEV | Log-Log | Dagum | Dagum |
| 3 | Frechet3P | GenLogistic | Log-Log | Frechet | Frechet3P | InvGaussian |

Tables 7., 8., and 9. show the results of fitting the best continuous distributions into an artificially formed extended database. In the process of testing the null hypothesis, the same technique was applied as in the case of testing empirical databases, with the same statistical tests, ranking, and significance level values.

Even though the expanded databases were obtained by inserting records in empirical databases in a systematic way, and not by random, completely artificially generated values, as can be seen in Tables 7.-9. significant problems arise in selecting adequate theoretical distributions. The number of yellow cells has increased significantly, but an even more worrying fact is the drastic increase in the number of red cells.

**Table 7** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the CuAlNi alloy corrosion depth extended database

|  |  |  |
| --- | --- | --- |
| CuAlNi | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | GenPareto | Log-Log | Dagum | Wakeby | Beta | Wakeby |
| 2 | Nakagami | Burr | GEV | Normal | Ph. Bi-Weibull | GEV |
| 3 | Weibull | Dagum | LogPearson3 | Dagum | Wakeby | JohnsonSB |
| 2P | 1 | Nakagami | Nakagami | Weibull | Normal | Uniform | Weibull |
| 2 | Weibull | Logistic | InvGaussian | Logistic | Weibull | Uniform |
| 3 | Chi-Squared | Chi-Squared | GumbelMin | Hypersecant | Lognormal | Normal |
| 3P | 1 | GenPareto | Log-Log | GEV | Dagum | GenPareto | GEV |
| 2 | Dagum | Dagum | LogPearson3 | GEV | Error | Burr |
| 3 | Burr | GenLogistic | Burr | Error | Gamma | Weibull3P |

**Table 8** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the NiTiAs Cast alloy corrosion depth extended database

|  |  |  |
| --- | --- | --- |
| NiTiAs Cast | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | Beta | GenPareto | FatiqueLife | GenGamma | Burr | Kumaraswamy |
| 2 | PBW | Wakeby | GenGamma | FatiqueLife | JohnsonSB | Beta |
| 3 | Rayleigh | JohnsonSB | Log-Log | Log-Log | Dagum | JohnsonSB |
| 2P | 1 | Uniform | Exponential | Levy | Frechet | Frechet | Nakagami |
| 2 | Weibull | Pearson5 | Frechet | Exponential | Log-Gamma | GumbelMax |
| 3 | Rice | Lognormal | Pareto | Pareto | Exponential | Gamma |
| 3P | 1 | Error | GenPareto | FatiqueLife | FatiqueLife | Burr | GenPareto |
| 2 | GenPareto | Pert | Log-Log | Log-Log | Frechet3P | PowerFunction |
| 3 | Pearson6 | Weibull | Lognormal | Lognormal | Log-Log3P | Gamma3P |

**Table 9** Three best fitted multiparameter, two-parameter, and three-parameter distributions related to the NiTiCC alloy corrosion depth extended database

|  |  |  |
| --- | --- | --- |
| NiTiCC | 12 | 18 |
| Air | Tide | Sea | Air | Tide | Sea |
| MP | 1 | JohnsonSB | Burr | Burr | JohnsonSB | Frechet | JohnsonSB |
| 2 | PowerFun | Log-Log | JohnsonSB | Burr | Burr | Wakeby |
| 3 | Reciprocal | Dagum | GenPareto | Chi-Squared2P | JohnsonSB | GenPareto |
| 2P | 1 | Reciprocal | Cauchy | Frechet | Chi-Squared2P | Frechet | Gamma |
| 2 | Uniform | Frechet | Log-Gamma | Exponential | Pearson5 | Log-Gamma |
| 3 | Exponential2P | Pearson5 | InvGaussian | Frechet2P | Log-Gamma | InvGaussian |
| 3P | 1 | PowerFun | Log-Log | Burr | Burr | Burr | GenPareto |
| 2 | GenPareto | GenPareto | GenPareto | Frechet3P | GenPareto | FatiqueLife |
| 3 | Error | Burr | Log-Log | Pearson5 | Dagum | Weibull3P |

Yellow cells indicate problems with the application of statistical tests, but they can be easily overcome by changing the statistical test, or possibly by lowering the chosen significance level. Depending on the type of research being conducted, it is possible, for example, to choose the AD test as the leading test, instead of the KS test. Decreasing the value of significance level allows the null hypothesis to be rejected. However, lowering the significance level reduces the probability of the occurrence of a Type I Error, i.e., it is more difficult to reject the null hypothesis in case it is not true.

The empirical database related to CuAlNi alloy and its corrosive behavior in all three marine environments shows the most stable behavior when all three considered alloys are compared, and thus, inserting artificially generated data into the existing empirical database for CuAlNi alloy does not produce significant problems concerning the process of fitting theoretical distributions into the resulting extended databases. With small interventions over the formed extended databases, very reliable results of fitting continuous distributions can be obtained. A characteristic result was obtained for 18 months of exposure to the tide, where all statistical tests indicated that the null hypothesis should be rejected. The influence of changing sea level with the additional influence of air proves to be the most dominant factor in the occurrence of corrosive processes. This is the characteristic behavior in the case of CuAlNi alloy as well, which results in a complex data structure of the formed extended database. Even small interventions on such measurements significantly change the image of the corresponding histograms of frequencies of corrosion depth values. In particular, in CuAlNi alloys, several peaks appear in histograms due to redundant values of corrosion depth. By simply deleting these multiple values, the problem of fitting theoretical distributions is eliminated, and statistical tests show that the selected best distributions fit well into the observed values of corrosion depth.

A large number of red fields occur primarily in extended databases related to the NiTi alloys. As it is already mentioned, the reason for this is the very complex corrosive behavior of these alloys. The increase in the number of considered data further complicates the analysis of the formed extended databases. In the case of NiTi alloys, the proposed statistical tests can hardly be applied in all cases. The reason for this is the large number of outliers detected in the empirical data. The insertion of new data further increases the frequency of these non-standard corrosion depth values, resulting in the problematic fitting of theoretical distributions into extended databases. In addition, many redundant data were detected, which significantly increases the frequencies of individual corrosion depth values. This increase in frequencies affects the structure of the histogram that describes the observed data. The associated histograms show a tendency of very high bars for individual values of corrosion depth, which makes it almost impossible to fit standard shapes of theoretical distributions into the formed histograms. To overcome this problem, it is necessary to implement redundant data reduction techniques and eliminate outliers before inserting synthetic data into empirical databases. In addition, for alloys that show such complicated corrosive properties as NiTi alloys, it is necessary to conduct specific research based on extreme value theory methodologies.

# CONCLUSION

Some techniques of data analysis and modeling of physical processes require a large amount of empirical data, which are often inaccessible to researchers. This group of important physical processes includes the corrosive processes of various metals and alloys. Focused ion beam techniques for measuring the depth of corrosion due to the high-cost, limit the number of available empirical data to interested researchers conducting experiments on metal samples. On the other hand, researchers often need large databases that contain significantly more realistic data than the number of empirical measurements available. As a result, there is often a need to insert additional, artificially generated data into existing empirical databases, which achieves a sufficient number of records and expands the possibility of using more techniques for modeling corrosive processes. These modeling methods typically include regression analysis, neural networks, machine learning, and similar artificial intelligence techniques. However, the insertion of synthetic data can significantly disrupt the structure of the empirical database and thus affect the quality of the results and the reliability of the conclusions reached during the research.

In this paper, the effects of inserting synthetic sequences of corrosion depth values into existing empirical databases related to the corrosive behavior of two NiTinol and one CuAlNi alloy were studied. The depth of corrosion on the samples of all three alloys, which was caused by the influence of air, tide, and sea, was detected by the FIB method. Synthetic data were not generated completely artificially, at random, but a systematic method was applied, comparing micro views of existing real measurements of corrosion depth, with micro views of samples on which measurements were not performed. Using the software, and comparing the depths of corrosion, approximate values were obtained with which the empirical databases were expanded, up to the desired number of records.

Statistical analysis was performed on all databases and showed consistency and systematic formation of new databases. Based on the linear corrosion model, which has been previously tested and successfully applied to modeling the empirical corrosion depth of these alloys, the best continuous distributions have been determined that can adequately describe the data in extended databases. Namely, in empirical and extended databases the depth of corrosion was observed as a continuous random variable, and then in the process of fitting theoretical distributions, based on statistical tests, a set of three best multiparameter, two-parameter, and three-parameter distributions was determined, which can well describe the corrosive processes of observed alloys. A comparative presentation of the goodness of fit results showed that synthetically inserted data have a significant impact on the quality of results and conclusions reached based on the distribution fitting procedure.

In most cases, the problem with artificially generated databases related to the depth of corrosion arises due to data redundancy or due to the insertion of a large number of extreme values that affect the shape, location, and skewness of formed histograms. These problems can be overcome by removing outliers as well as eliminating data that is frequently repeated, whereby the corresponding data histograms can be adjusted to follow the structure of empirical histograms. Also, if researchers have sufficient knowledge of mathematical statistics, it is possible to obtain relevant conclusions by changing the statistical tests, or possibly by reducing the significance level. In the case of very complicated corrosive behaviors of alloys, it is possible that the solution to the problem of fitting continuous distributions lies exclusively in changing the research methodology, and it is logical to explore other directions, such as extreme value theory.

In general, it can be concluded that it is very important that researchers pay attention to techniques for inserting artificially generated data into empirical databases that tend to depict complex corrosive behaviors of alloys. In addition to the systematic way of inserting synthetic data into empirical databases, it is possible to consider other known techniques for artificial data generation, such as probability sampling (Samples from Probability Distributions, Simple Random Sampling, Cluster Sampling, Multi-stage Sampling, etc.) and non-probability sampling (Quota Sampling, Convenience Sampling, Purposive Sampling, etc.).
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